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NEGOTIATING DIGITAL TRACES

The epistemic power of recorded police data

by Helene O. I. Gundhus, Pernille Erichsen Skjevrak & Christin Thea Wathne

Drawing on two empirical cases in different Norwegian police units, we explore how the increasing data
gathering, recording, sorting, standardizing, and integration required by the Norwegian police's Intelligence
Doctrine is experienced by users. Inspired by domestication theory, we provide new insights into police
officers' varied perceptions, interpretations, and use of data. Our main finding is that digital traces were not
necessarily used as the steered and managed intelligence process envisioned in the Intelligence Doctrine, and
that this led to various adverse outcomes. Police officers engaged with recorded and digital traces in varied
ways—rejecting, resisting, ignoring, supporting, adopting, or negotiating them. The intelligence process
was constrained by bias inherent to the system, which resulted from focusing information gathering on
what was already available, and from connecting it to recurrent individuals and problems. In the processes
of turning analogue objects into digital ones, police officers’ gut feeling and intuition still mattered, for
example when information was selected for the crime intelligence system. The way the police related to the
epistemic power of the data varied, but officers were obliged to relate to this uncertain element. Despite the
standardized framework for how data should be applied, differences in practical routines, the digital tools
used, symbolic work and learning processes revealed that its domestication in the police organization was
messy. We found gaps between policy and practice, which can be seen both in unexpected workarounds
and in solutions for organizing routines and everyday work. These reciprocal processes influenced and were
influenced by police culture. As police intelligence evolves, the interpretation and utilization of recorded
data may change, especially with the use of algorithms and artificial intelligence. Future research will show
how police navigate between data-driven and observation-based narratives, and how this affects their

social identity within a continuum of “datafied” and “contextual” police culture.
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Introduction

Intelligence-led policing is one of the main strategies embraced by
police servicesinthe Westernworld (Fyfe etal.,2018). The Norwegian
police implemented a version of intelligence-led policing in 2014-to
support managers’ decision-making in governing and preventing
crime. In the National Police Directorate’s Intelligence Doctrine,
intelligence-led policing is described as a management approach
to how the police should collect data, analyse it, and report it to
managers (National Police Directorate, 2014; 2020). Information
and communication technology (ICT) is key in this work, its aim
being to share and act upon data to make reliable and actionable
intelligence reports. In the doctrine, making intelligence is described
as a process whereby «raw» data is converted into meaningful
information, which can be used to make assessments of possible
future developments (Helmersen, 2024, p. 151). One aspect of this
that is not clearly described is the significance of the repurposing of
data, so that data collected for one purpose can be reused for other
purposes: a phenomenon known as ‘digital data recycling’. This
recycling relies heavily on the input of officers to police registers
during their everyday work, which we refer to as creating ‘digital
traces'. In this article we ask how this recorded data is used, seen and
integrated into the organization’s everyday routines.

Our exploration of the significance of digital data is inspired by
the domestication theory developed by Lie and Serensen (1996),
which analyses how technologies are interpreted and used in three
dimensions. The first of these is practical work, where users develop
patterns of usage when making artifacts part of their daily routines;
the secondis symbolic work, where people attach symbolic meanings
to artifacts and adopt or transform the meanings inscribed in the
technology; the third is cognitive work, which includes learning
about artifacts (see also Sgrensen, 2006). This approach aims to
sharpen the analytical focus on the use of technology and local
negotiations, and on the way users also reshape the technologies in
these three dimensions in a two-way process (Ask, 2016).

To analyse the knowledges, practices and interpretations at play in
the domestication of digital data recycling we examine two empirical
cases. The first involves the application of intelligence to prioritize
resource allocation in local and central units within a police district we
will call «South Police District» for reasons of anonymity. The second
involves the application of intelligence to youth crime prevention in

a local unit in what we will call «Central Police District». Our starting
point is that digital data is not objective or neutral: it is made visible
through «digital prisms that ‘refract’ social domains and configure
and reconfigure relations between datasets and algorithms in the
making of actionable knowledge relating to pasts, presents and
futures» (Flyverbom, 2024, p. 3). Data is imagined, selected, curated
and shaped, to make social phenomena seeable, knowable and
governable (Kaufmann, 2023). Information is extracted, decomposed,
and needs to be condensed. This process of datafication «has
consequences for its shape and the decisions we come to make
based on data-based proxies that stand in for the original richness
and complexity of the domain» (Flyverbom, 2024, p. 4).

In particular, we will explore how the tendency towards ever more
gathering, recording, sorting, standardizing and integration of the
data required by practicing intelligence-led policing is experienced
by users in the organization. Digital traces lead to new visibilities,
knowledge and governance in the police (Flyverbom, 2022,
Lundgaard et al., 2022), and we explore how these are handled by
different groups in different contexts. We are particularly interested
in how different user groups acknowledges or challenges the
recorded data, and by this negotiates the data's epistemic power.
The term ‘epistemic power” will be used to describe what are
perceived as reliable and credible representations of knowledge
(through storytelling, answering questions, or providing facts)
which do not necessarily have any legitimate source, but which
can influence what comes to be regarded as knowledge (Archer
et al, 2020). Inspired by domestication theory, we provide new
insights into how and why police units differ in their perception,
interpretation and use of data.

The article is structured as follows: we first present the theoretical
framework, the context of the digitalization of the Norwegian
police, and the empirical cases and methodology. The first part of
the analysis describes work routines, and the importance of digital
traces and datafied information in intelligence work. We then look
at differences in the understanding of digital traces in different
police units, — that is, the way their practice, through collective
symbolic structures, gives epistemic power to registered and visible
data. Finally, we discuss how these variations in knowledges shape
the learning and governing processes of police organizations.

Theoretical framework

We take a sociotechnical approach to user experiences, to which the
domestication theory is relevant, since it approaches technologies
from the user's point of view (Ask and Sgraa, 2024, p. 65-67). The
theory evolved out of media studies interest in how audiences
listened to or viewed different types of media (Haddon, 2007). The
Social Construction of Technology (SCOT)-approach, holds that
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rather than human actions being determined by technology, human
action shapes technology, and makes the user central: users matter
in the construction of technologies for instance, they demand that
bikes should be made safe. In their definition of SCOT, Pinch and
Bijker (1984) saw users as playing a key part in technological change
(see Oudshoorn & Pinch, 2007).
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The word ‘domestication’ conveys how new technologies are
transformed from being ‘wild’, unfamiliar, exciting, and possibly
threatening into familiar objects embedded in the culture of society
and in the routines of everyday life (Silverstone et al., 1992; Lie &
Serensen, 1996). Silverstone and Haddon looked at how computers
were introduced into the home and «tamed» by being used in
a familiar setting (Silverstone & Haddon, 1996). More recently,
domestication has been viewed as a two-way process in which
both technological objects and people may change (Oudshoorn &
Pinch, 2007), so thatit can be described as a co-production between
humans and technology, with both parties being modified in a
two-way process (Ask, 2016, p. 16). For STS studies, co-production
of the social and the technical dimension is fundamental (Ask, 2016,
p. 66; Jasanoff, 2004; Sgrensen et al., 2000). In this article we will
therefore interpret knowledge transfer in a non-linear way, with
knowledge taken from the data system by police officers being
regarded as co-production.

Although we argue that this is a two-way process, our main focus
will be on police officers’ interpretation and use of data from ICT
systems: it is their perceptions and interpretation of it that will
be in the foreground. Due to the co-production of the data, the
materiality of the technology will also shape officers’ perceptions.
However, we are not conducting an analysis of the functionality,
design and related symbols and stories of the technologies, (what
Ask and Sgraa (2024, p. 85) call a script analysis), users will be the
focus of our attention.

Selwyn and Cumbo (2024) claim that all domestication studies identify
four stages of technology in institutional settings:

(i) ‘Appropriation”: the acquisition of the technology and its
initial incorporation into institutional spaces and practices; (ii)
‘Objectification’: the location and arrangement of the technology
within the material, social, and cultural spaces of the institution;
(iii) ‘Incorporation’: the integration of technological practices
into the daily routines of institutional life and the change of
capabilities that results; (iv) ‘Conversion’: the integration of the
technology into people’s self-identities and the broader social
relations between the institution and the outside world (Selwyn
& Cumbo, 2024, p. 91).

As early as the nineties, researchers at the Norwegian University
of Science and Technology suggested that it is more fruitful to see
domestication as composed of dimensions rather than stages (Ask,
2016). This is particularly true in the case of ICT, since it is difficult
to separate the user from the producer of the outcome (Ask, 2016).
In this Trondheim model, domestication includes the symboalic,
practical, and cognitive work mentioned in the introduction.
Although we are not conducting a traditional domestication
analysis conforming to the theory (see Ask & Sgraa, 2024), we
take inspiration from this approach, and will explore practical,
interpretative and learning aspects of digital traces in the two cases
of police work.
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In the analysis we will use three theoretically informed concepts to
examine these dimensions: datafication, digital traces and epistemic
power. ‘Datafication’, is used to describe domestication practices
whereby human actions and proxies for it, are categorized and
turned into searchable data in a database. Datafication is closely
associated with management, control, and prediction (Flyverbom,
2022). What is seen and known is used to govern the present and
the future. According to the Police Intelligence Doctrine, intelligence
must be used to improve predictions. The digital prism, or what
Beer (2019, in Flyverbom, 2022, p. 4) terms ‘the data gaze', creates a
particular form of visualization and knowledge production. As argued
by Flyverbom, «Patterns or predictions are always to some degree
‘proxies’ for a given object (Mulvin, 2021), and the distance between
the two is important to account for, as also suggested by Tsoukas
(1997) in his work on ‘information reductionism' (2024, p. 7).

Digital traces, the second concept, are central to digital data
recycling, where data collected for one purpose can be reused for
others. Digital traces left on digital platforms are therefore of value:
data can be reused and analysed to provide support for marketing
or managers' decision-making (see for example Flyverbom, 2019;
Gillespie, 2014; Lupton, 2016; Zuboff, 2019). The production and use
of digital traces for digital data recycling are also an important part
of thinking about new ways of working that aim to operationalize
knowledge-based policing through sharing and managing
collected data, which is supposedly a more politically neutral and
objective form of knowledge (Chan et al, 2022). Awareness of
the value of digital traces enables new strategies for knowledge
production, while old-style knowledge production is modified by
access to new software for data integration.

One objective of the intelligence process is to make uncertain
knowledge less uncertain by applying social science methods
to «ensure the greatest possible degree of objectivity and
validity» (National Police Directorate, 2020, p. 37). However,
within intelligence studies, the view that intelligence is objective
and politically neutral has been questioned (Fyfe et al, 2018;
Ronn, 2022). According to Renn (2022) intelligence studies has
defined objectivity in a variety of ways: as the positivistic ideal of
interpretation-free objectivity, as value-free objectivity, (value-
neutrality), as detachment, and as fairness. Most interesting for
our study is the Intelligence Doctrine's view that objectivity will
distinguish between data and personal values:

It is important to distinguish between information obtained
and the analyst's own assessments. The analyst's assessments
are influenced by many factors, such as background, experience
and professional qualifications. To overcome this and ensure the
greatest possible degree of objectivity and validity, social science
methods must be used, (National Police Directorate, 2020, p. 37).

The doctrine thus views data as raw, and discussions of this will be

at the core of this article. The doctrine does not lay down which
social science methods should be used, but the main principle
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is that data is raw, and that the highest degree of objectivity
is achieved by minimizing personal values and experiences
(Rgnn, 2022, p. 824). This is very close to what Rgnn terms the
scientification of intelligence, «in which science and intelligence
are understood as two sides of the same coin, and the norms of
intelligence are considered equivalent to the norms of (positivistic)
science» (R@nn, 2022, p. 830). This scientification of intelligence is
why we use the third term ‘epistemic power’ when analysing the
results of datafication in police officers’ everyday lives. According
to Archer et al. (2020, p. 29) epistemic power can be defined as
someone’s power to influence what comes to be regarded as
knowledge: «A person has epistemic power to the extent she
is able to influence what people think, believe, and know, and to
the extent she is able to enable and disable others from exerting
epistemic influence.» As we said in the introduction, we define
epistemic power as the power of definitions, narratives and items
on an agenda that does not necessarily require legitimate sources.
Epistemic power might therefore be seen in what are perceived as
reliable and credible representations of knowledge, whether they
are based on legitimate sources or not. Since epistemic power is an
outcome of socio-cultural categorizations, we are also inspired by
the cultural theory of Mary Douglas (2002) in our analysis of user
experiences. As Bowker and Star (1999) point out, Douglas'’s cultural
theory of categorizations is an early attempt to understand the
social construction of classification systems, and how it is related
to symbolic and cultural values. Exploring the use of digital traces

in the practical, symbolic and learning dimensions makes it possible
to understand this use from several angles. Domestication theory's
roots in both STS and media studies underline the importance of
bringing together cultural and material dimensions to understand
why digital traces are used in different ways by different user groups.

There has long been discussion about the politics of knowledge
production, with debates about the relationship of power and
knowledge being most prominent in post-structural Foucauldian
theory, which has decisively shown that, since power relations are
always bound up with knowledge, knowledge can never be said to
be disinterested or neutral (Foucault, 1977). Science and technology
studies (STS) have considered how processes of classification
and standardization shape politics, both «arriving at categories
and standards, and, along the way, deciding what will be visible
or invisible within the system», (Bowker & Star, 1999, p. 44).
Bowker and Star argue that, since they are powerful technologies,
«classifications should be recognized as the significant site of
political and ethical work that they are.» (Bowker & Star, 1999,
p. 319). We will engage with this idea by discussing different
perceptions of the epistemic power of recorded data and digital
traces, and how they relate to the particular professional and
contextual environment a practitioner belongs to. We therefore
examine processes of sense-making, practice and learning related
to recorded police data and how this produce, or does not produce,
epistemic power and aim to name these.

Digital tools and concepts in Norwegian intelligence-led policing

Intelligence-led policing has a long history (Ellefsen & Lomell,
2024). The above-mentioned Intelligence Doctrine represents
a new stage where intelligence is not only implemented as a
process, but as an overarching management concept with new
police roles. Moreover, the doctrine was central to the recent
police reform, where intelligence was one of the six functions
that was relied on to make the police more proactive and risk
aware (Gundhus et al., 2022). Intelligence-led policing aims to
be a controlled process consisting of the systematic collection,
analysis and assessment of information about individuals, groups,
and phenomena, to form the basis for decision-making (National
Police Directorate, 2014, p. 18). The doctrine lays down principles
and standards for a decision-making procedure known as the
intelligence cycle (National Police Directorate, 2014, p. 13); it is the
traditional approach of various agencies to conceptualizing the
intelligence process (Phythian, 2012). Its five steps are planning,
collection, processing, analysis, and dissemination; the latter
is highly dependent on the processing of data. The cycle begins
by identifying management's ‘information needs’, and acquiring
relevant data from databases, reports or human sources. The
collected information is then processed, analysed, and assessed,
and the resultant intelligence products are disseminated to
managers for decision-making on interventions, operations or
prioritization (Vestby, 2018).
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Indicia, the Norwegian police’s crime intelligence register, is the
main digital tool used. It was developed specifically for the police
and was launched in 2006. Indicia is regarded as the main search
engine for intelligence practice, searching in all the main police
registries. This is regulated by the police register regulations
(Politiregisterforskriften, 2013). The police can record a wide range
of information, such as details about offenders and their affiliations,
and about individuals who are believed to be likely to engage in
criminal activity. IBM's i2 Analyst Notebook, is also used, for both
operational and strategic purposes, to visualize data patterns
from different police registers. Analyst Notebook has been used by
Norwegian police analysts since the late 1990s to visualize networks
within organized crime and terrorist networks in both investigation
and intelligence.

A central aim is to make further use of intelligence products within
the police organization or to share them with collaborative agencies,
such as customs and municipalities. This is briefly described in the
doctrine as the intervention process governed by the manager
(National Police Directorate, 2020, p. 52-53). A handbook has been
produced to support the implementation of the interventions,
known as KUBA, (knowledge-based policing), (Norwegian Police,
2020). The cases we will analyse in the article both involve making
decisions in police districts on the basis of intelligence reports.
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One is a geographical unit in Central Police District, where a crime
prevention unit ordered an intelligence report. The other is a
geographical unit in South Police District, which was conducting
a broader KUBA intervention. In a KUBA intervention a crime
prevention unit coordinates an intervention group comprising
managers from crime prevention units, investigators, patrols and
the chief of police to prioritize resources and measures. After
intervention meetings, the managers and those responsible for
each measure are tasked with ensuring implementation of the
measures and prioritization in the assignment process. This might
involve sending police cars to areas at risk. The police control
room then oversees interaction and prioritization in the planned
measures and the incidents that are occurring. Patrol managers
also have an important role in gathering enough data to make
intelligence reports.

In intelligence theory, a central idea is that intelligence should
contribute to a shared understanding of the situation and be a
common starting point for choosing interventions across disciplines
and levels in the police (Ratcliffe, 2016). Intelligence should also be
used in operations or more strategic plans to assess future threats
and be shared with relevant societal actors, to help individuals
and society prevent crime and undesirable incidents by protecting
themselves and their assets (National Police Directorate, 2020).

Intelligence reports are therefore made to facilitate interventions.
In intelligence theory this is formulated as a requirement for
intelligence to be actionable: it should provide the background
information that is necessary for dealing efficiently with a specific
situation, in the short or long term.

In addition to assigning this function to intelligence, the police
reform also involved a reorganization, which reduced the number of
police districts from 27 to 12 (Prop. 61LS 2014-2015). The police were
organized in two levels, with the chief of police in level one and the
functional and operational units in level two. The operational units
were divided into several geographical operational units at the
same level as the functional level. Functional units provide support
for all the geographic units. Most of the police's work is carried out
in the geographical operating units, and the functional operating
units are organized to support them. The functional units assist with
intelligence, investigation, prevention, prosecution, immigration,
administration and civilian tasks, in addition to being the main seat
for the police control rooms (National Police Directorate, 2017).
How the support functions are merged into joint units depends to
some extent on the size and needs of the police districts (National
Police Directorate, 2017). In this article, the functional intelligence
unit is seen as being of special importance to the geographical
police units’ work on intelligence analysis.

Methodology

The empirical material is taken from two related research projects:
Critical Perspectives on Predictive Policing (CUPP) and Algorithmic
Governance of Policing (AGOPOL). The research projects are
related, since both explore cases where digital technologies are
used in intelligence-led policing in Norway.!

AGOPOL examined cases in three Norwegian police districts,
anonymized as West, North and South, and an IT project in a
special unit. Our selected case- Case A- featured the most in-
depth investigation of an intelligence-led policing project, a project
carried out in a geographical unit in South district. We looked
at how digital traces are used to decide resource allocation and
prevent both present and future crime. The process follows the
Intelligence Doctrine, first the making of the intelligence report,
and secondly what we previously presented as KUBA intervention,
to make interventions based on the intelligence report (The
Norwegian Police, 2020). Twenty-one police officers in various
positions were interviewed: managers, investigators, patrol
officers, and intelligence staff. Police patrols were observed for a
total of 5o hours. This case can be seen as a ‘prototype’ of the use of
digital traces and other forms intelligence, and provides important
insights into practices that have developed over time. The A-case
interviews were conducted jointly by Gundhus and Wathne.

The CUPP research project consisted of only one case in a
geographical unit in Central Police District, which we will here call
case C. In it, intelligence was used to identify and target, within
their geographical area, 'young people at risk’, who might be on
the threshold of becoming criminals, so that early intervention
measures could be taken. This was carried out at a police station.
A traditional crime prevention unit (CP unit) collaborated with an
intelligence unit to prevent youth crime which, for Norway, was an
unusual and somewhat controversial initiative (Gundhus, Skjevrak
& Wathne, 2023). It was a new approach, where intelligence
analysts in a local police station tried to identify ‘candidates’ for
early intervention through data in police databases (for a fuller
description, see Skjevrak & Gundhus, 2025). In relation to it,
approximately 17 hours of observation were carried out, and 18
people were interviewed in 14 interviews. Seven of the interviews
were with key informant crime prevention police officers (CP
officers) who took part in C. We also conducted interviews with
five crime prevention specialists in the police district involved, two
legal professionals, and a group of five officials from the National
Police Directorate, which provided contextual information on
crime prevention strategies and youth crime prevention in general.
Most of the C interviews were conducted by Skjevrak, some were
done by Gundhus.

1 Gundhus participated in both projects, Skjevrak was involved in CUPP, and Wathne in AGOPOL.
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Gundhus and Wathne also interviewed fifteen ICT-related employees
from the National Criminal Investigation Service (Kripos), Central
Police District (CPD), the National Police Directorate (POD), the Police
IT centre (PIT), and the Police University College (PHS). The choice
of such a broad range of informants was designed to shed light on
the variety of practices followed, and to understand the logic behind
them. Our aim was to identify different perspectives, experiences,
and unwritten practices, though in this article, the interviews mainly
provide context for the domestication practices that we identified.

In addition to interviews and observations, in both cases we also
draw on documents such as plans, minutes of meetings, and internal
evaluations. These documents provided important background
information about the intelligence projects’ goals and their results,
information on such things as how digital technologies were
supposed to contribute to the intelligence process, and how they
were perceived as solutions to the challenges in question, and what
was thought about their results.

The interviews were semi-directive, so that informants could talk
spontaneously and cover as many points as they wished, rather
than being constrained by the order of the interview questions.
We used thematic analysis for the initial coding and analysis of
interviews, inspired by Braun and Clarke (2006). Codes and themes
across the material were identified inductively, supported by a
subsequent abductive process addressing theory. We also made
use of situational analysis (Clarke et al,, 2018). This is an extension
of grounded theory, which helps address the shortcomings of a
strictly inductive approach (Clarke, 2005, pp. 11-16). It is inspired

by Foucauldian discourse analysis and social studies of science and
technology, and was therefore appropriate for this study, where
the focus is on analysing elements of situations and relations
between those elements, the conditions for possible action, and
related discourses—to ensure that differences became more visible.
The individual interviewee's perception of situations is related to
the wider network and subgroup they belong to, because we are
particularly interested in similarities and differences in the practice
of managers, CP officers, intelligence officers and front-line officers.
All quotes and documents were translated from Norwegian into
English by the authors.

The projects received the National Police Directorate’s approval
to observe the police. Interviews and observation were conducted
following approval by the Norwegian Agency for Shared Services in
Education and Research (SIKT), which is responsible for enforcing
ethical guidelines, and following authorization by the chiefs of the
police districts and the National Police Directorate. Each participant,
recruited on a voluntary basis, received, and signed, an information
sheet about the project, which outlined the aims, methods and
implications of the research, the process of anonymization, ethical
guidelines, and data management, as well as their right to withdraw
from the project at any point.

To distinguish the two projects, quotes from A project interviews
are marked ‘A’ and those from C are marked 'C'. The position of
each interviewee is indicated. Intelligence analysts are marked ‘1A',
crime prevention officers ‘CP’, managers ‘M’, patrol officers 'PO’,
and IT personnel 'IT".

Datafication workflows

To understand which factors that shape how digital traces
are used, we will now present in more detail the practices the
technologies are part of and the context of the police officers’
negotiations with these technologies. The intelligence cycle is
described as a process that is designed to organize how the police
acts and governs itself. It assumes that the recording of data
and its visibility facilitates knowledge sharing and learning from
experience. Since data is fundamental to the intelligence process,
the selection, quality, and compilation of the data recorded is of
greatimportance. New police officers are taught that sharing data
for decision-making is the correct way to produce knowledge.
Intelligence-led policing aims to change routines and practices
and, as we will see, available digital traces represent a very
specific view of the knowledge, which determines subsequent
interventions. These are highly dependent on the digital traces in
police databases, but these traces are seldom used in a linear way
(Lundgaard & Gundhus, 2024).

Features of the Indicia crime intelligence system follow the

intelligence cycle that was later set out in the Intelligence Doctrine,
as one informant described:
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Indicia functionality follows the Intelligence Doctrine process
to the letter. We have prioritized functionalities for ‘intelligence
needs' from which police officers derive hypotheses. We
therefore link ‘information needs’ to hypotheses and ask for
specific data to be gathered. The resultant information can then
be linked to ‘information needs’ and hypotheses. That way the
entire intelligence cycle is covered. (IT personnel, A)

The doctrine suggests that data gatheringis directed by hypothesis.
As we will see, in practice, (and this is confirmed by a data
controller at Kripos), the data put on the system is generally not
a hypothesis to be investigated but simply information related to
persons, phenomena or events. While all police officers had access
to the system, the extent of their access varied. An intelligence
analyst specializing in organized crime usually had more extensive
access than a patrol or crime prevention officer. The increasing
importance of what is stored in Indicia was described by an
intelligence analyst:

So, for handling the information that is important for knowledge-based
policing and preventive measures, Indicia is the only database that
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works. Because things are different now from ten years ago, as far as
the use of recorded data is concerned... Society as a whole has become
much more complex as regards the amount of information there is,
both in criminal cases and everywhere else. Telephones, data traffic,
social media...You have a completely different network now from what
you had before. So, Indicia is much better than the other systems in
terms of being able to handle, sort and systematize large amounts of
information. (IA 1, A, 2021)

Inthis quote, the analyst expressed the epistemic power of Indicia. If
information is more smoothly handled, it made knowledge appear
more valid. Indicia was perceived as a good solution for searching
and systematizing data from the different police databases, even
though the search engine did not integrate the data: officers must
log in and out of the police registers to get more information about
the result of a search. There are dozens of systems and registers,
and in the interviews a perception often expressed was that the
basic police systems were old and unable to «talk to each other».
Although Indicia is well thought of as the main search engine
for intelligence practice, other software, such as the i2 Analyst's
Notebook, described above, was used for visualizing, interpreting,
and analysing data. Due to privacy regulations, when data was
selected for further analysis, it was not transferred directly to
Analyst's Notebook from police systems but first imported into

Excel to be structured and categorized. These procedures are very
time-consuming and manual, as was made clear by interviewees.
The process of checking data and making it ready for analysis in
Analyst's notebook was based on discretionary assessments. The
extraction, structuring and processing of data-what is called the
cleaning process—was therefore not fully automated and demands
manual work.

Division of labour between the collector of the information, the
analyst and the commissioner of the intelligence assignment
led to a divide between data collection, analysis, and decision-
making. The aim is greater objectivity and a reduction of subjective
discretion. Patrol officers must document what they do in the
police register, and this should be immediately visible in Indicia and
on their mobile phones. This is a step towards datafying the police,
with work processes moving to digital systems and communication
and collaboration taking place via distributed digital arrangements.
The Intelligence Doctrine requires all information used to be
recorded in Indicia. The police registers therefore act as ‘digital
prisms’ that refract, categorize and organize data into distinct
configurations and novel forms of knowledge: «digital technologies
afford particular ways of managing visibilities, and shape what we
come to see, know and govern - and not see, know and govern»
(Flyverbom, 2024, p. 3).

Practices and sensemaking—the making and managing of digital traces

In this section we will explore various police officers’ experiences of
carrying out intelligence-led policing: as regards their practices when
entering data, interpreting data and making subsequent interventions.

Practices

Although the interviewees perceived Indicia as much better than
other systems for managing, sorting and systematizing large
amounts of information, there was general agreement that what
was recorded is random and coincidental. The arbitrary recording
of data is therefore a key aspect of the domestication of digital data
recycling. That being so, several information handlers described
the data recorded as biased. For instance, one patrol officer said:

| know what | write in Indicia now will form the basis for the next KUBA
[knowledge-based policing] period because it changes three or four times
ayear. And then it is... | think we've developed a lot, but we can get better
at writing and sharing information in those systems. You can see that only
a few officers, perhaps 20 %-30 % of us, write 90 % of it. (...) A small
percentage write most of the messages in the intelligence system, and
why is that? (PO, A, 2021)

The officer argued that data visible in the police database is biased,
since it is shaped by police officers’ interests and motivation.
For the police officers on patrol, it was obvious that the data
recorded is selective. Several beat officers were clear that data is
not objective in terms of raw data, since a lot of possible data is
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absent; they agree in thinking that data is biased, selective and
partial. Moreover, in their view, uncontextualized data which lacks
relevance and richness, for example details on people and the
relations between them, or geographical information about places,
was of little use to police officers patrolling the streets. The lack
of context accompanying the information in the police databases
was discussed at length during our observations of patrols in case
A. In their experience, data retrieved from the police data bases
lacked substance, and their criticism of data quality echoed what
Flyverbom describes as follows:

In processes of refraction and reconfiguration, contextual and
many other features may be lost, and if we make inferences
based on data alone, they may be based on selective, biased
or partial information. This is so because when humans or
social phenomena are reduced to data points and sorted out
algorithmically, their origins and richness may be lost or made
invisible. (Flyverbom 2024, p. 4)

Although the analysis staff responsible for the intelligence report
can ask officers to gather specific information to meet so called
«information needs», there are huge differences in whether, and
how this information was approached, gathered and recorded
by patrol officers. In the interviewee quote above, we also see
that while everything that counts as relevant information and
knowledge was supposed to be registered and available, few patrol
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officers followed up on this. The data put into the system was
highly visible, but few officers were sufficiently motivated to record
all the data that was supposed to be there. One reason was that
this data was gathered for the central functional unit, and not for
local purposes. Here a local analyst lamented the failure to ask local
units for data:

But the central analysis unit are dependent on local knowledge. If they
need information for a case, they do some searching in the systems
themselves. They could identify their information needs and ask for it,
which we might be able to help with. But this probably won't be done,
due to resources and their faith in the intelligence that has already been
recorded... But this [identifying information needs] should probably be
done much more than it is at present. (IA 1, A, 2021)

Patrol officers also criticized intelligence reports for lacking local
contextual knowledge, which meant they had to search the
police registers for useful information themselves. To make good
analyses, the central unit was dependent on local knowledge, just
as the local police was dependent on information from the central
analysts. However, what was recorded in the police registers was
not just data that someone wanted to register, it was also data
that was accessible and could be registered and stored. This was
what came up as valid data, despite not having been verified or
quality controlled. For patrol officers, the richness of contextual
data was important, and was lost when their own observations
and experiences were reduced into digital data. These perceived
shortcomings in the data affected how it was used and therefore
the domestication of digital data recycling. The police officers’ views
thus chimed with Flyverbom's notion that «what we encounter as
data is not the same as the phenomenon that was turned into data
points» (Flyverbom 2024, p. 4).

Sense-making

Several interviewees said that the data recorded in police registers
is guided by intuition, not the information needs set out by the
analysts. Analysts, for example, felt that what was registered was
random and often determined by gut feeling:

You don't have a very conscious idea of what kind of information
you're trying to get hold of. You kind of get... You get a bit of random
information like that, and then you write it down, and then you see if
it fits. It's like you're not trying to get what's being asked for. And it's
actually a bit strange, because the police are good at police operations,
you're good at targeted investigation, you're good at a lot, but... It's
just that when it comes to the information that... It's called intelligence
information, which in a way does not seem connected to a criminal
case or other things that may be important, we are probably not clever
enough to be goal oriented. (IA 1, A)

In the quote above, the intelligence analyst touched on the logic of
selectivity when he said that the police enter random information.
What was entered in Indicia, he said, was a matter of whim and
personal interests, rather than being information asked for by
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analysts to make assessments. Perceptions of what information
was important was based on intuition, emotion and feeling,
in a way comparable to the epistemic power of experience and
gut feeling within police occupational culture (Cockcroft, 2020;
Gundhus, 2013). This emphasis on gut feeling chimed with Brayne,
Rosenblat and Boyde's observation that much of the information
police officers put into the system was there because of their
intuition that this data was important, rather than because they
were trying to meet more official «information needs» flagged up
by the manager (Brayne et al., 2015). In the quote below, we also
see how an intelligence analyst chose to rely on gut feeling, despite
knowing that objectivity was what was required:

One of the basic principles of the Intelligence Doctrine is the
requirement for objectivity and integrity in the work we do, and
we strive to be objective at all times. Gut feeling isn't objective,
it's subjective, isn't it? So, | relate to data. And | can have a gut
feeling, and maybe often itis right.. Oritis right. | think- 'l should
look at this guy. Ah, it was a good thing | looked at him, because
he was relevant.’ (IA1, C, 2021)

As the intelligence analyst argued in the quote above, despite
objectivity being the rule, data was shaped by construction: it
was interpreted and made sense of. Following Douglas’ (2002)
cultural theory, the intelligence analysts’ reflection can be viewed
as representing a break with ordered relations, which threatens
the boundaries of the cultural system. By defining gut feeling
as a possible source of important knowledge, the boundaries of
the epistemic power of recorded data are challenged. The same
intelligence analyst went on to reflect on the process where young
people was selected as suitable candidates for early preventive
measures through discussions with the crime prevention officers:

It may not be so emotion-based, but in the selection process,
we (intelligence analysts) select the young people we think
are suitable. (...) And sometimes we hear back [from the crime
prevention officers]: ‘No, these ten people were not suitable.’ Then
I might think: '‘But it was strange that they weren't suitable.' | don't
necessarily get to know why they are not suitable. But it is perhaps
this type of situation which is the only time | can think of when
there could be surprises. Or conflicting thoughts. (IA 1, C, 2021)

Why the interpretation of data also affected digital data recycling
can be understood as a background element in the interviewee's
story above. We see in it a distinction being made between a ‘pure’
digital system characterized by objectivity and rational thought on
the one hand, and a ‘dirty’ human approach characterized by gut
feeling, subjectivity and emotion on the other. This accords with the
distinction made in the Police Intelligence Doctrine, which speaks
of new data-driven methods and intelligence products helping to
create a more objective and scientific basis for decision-making
(National Police Directorate, 2014). The aim is to ‘domesticate’
subjective information possessed by individual police officers, by
turning it into data and making it part of the intelligence cycle,
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in which analysts should be objective and not make suggestions.
When the intelligence analyst in the quote above reflected on the
crime prevention officers’ decisions on who should be kept on the
candidate list, he showed that «he relates to data» and relied on
it. Intelligence officers provided analyses of quality-assured data.
This quality assurance was talked about as a cleaning process,
during which they distinguished between clean and dirty data,
even though they were aware that the objectivity of the data
was questionable. For them the ‘impure’ was what flowed across
boundaries and messed up the ‘clean’ stuff (Douglas, 2002).

The use of tools and processes which turned their work into
quantifiable data that could be tracked, monitored, and analysed,
and the requirement to discard experience-based knowledge,
caused police officers to lose motivation, and forced them to
navigate the process of datafication. One example of this appeared
in the way experienced crime prevention officers in case C felt
that they lost their value and professional pride when the task of
selecting candidates was transferred to the intelligence analyst:

(...) 'was told that many of the old crime prevention officers felt
that they had no value anymore, as it was the intelligence unit
that was supposed to produce it [the knowledge] - | told them
‘It's a new age." | remember | taught on an intelligence course
that some of the older people were on. | said that you must now
register on Indicia the information you get. If you enter it into
Indicia, then intelligence will pick it up, and that information will
be included in the next report. And that's how you make your
work visible. But they didn't want to (CP1, C, 2023).

The quote above makes clear gains and losses resulting from
putting data into the system. The obligation to file information
is rewarded with recognition for the police officer's work, and its
appearance in the next report. But this reward had no motivating
effect on «old school» crime prevention officers, who became
either non-users or reluctant users of the technology. It made
them think that they were now worthless, and that intelligence
would produce knowledge for them:

(...) some people believed that working for 15 years in the
preventive field, in the same area, and with all the experience
you get, made them better able to make judgements about

whether someone was in trouble than these cold computers in
the analysis office. (...) those who had been working for a long
time were very negative about [name of the crime prevention
project]. They thought it was difficult, and a pain and they were
not used to registering their information. After all, these were
people who kept things in binders, or in their own computer
folders (CP1, C, 2023).

The older generation of crime prevention officers were reluctant to
comply with the new requirement to put information about young
people on the system. Ininterviews, they told us that delegating this
task to the intelligence analysts also deprived them of one of the
crime prevention officer’s key tasks. The project targeting young
people at risk required the crime prevention officers in the local
unit to digitally record information that previously had often been
kept in personal folders. This led to dissatisfaction among officers
because of the increasing demand for documentation, which was
time-consuming and meant that more time was spent «inside» in
front of computers. This lack of motivation, which led to reluctance
and even resistance, reduced the use of digital traces and can be
understood as a dis-domestication of digital data recycling (Ask &
Seraa, 2024, p. 76-77). The use of digital traces did not fit into the
crime preventers' professional ethos or their everyday lives. This
new data-driven approach marked a shift in their role, whereby
transparency and accountability were paramount, in contrast to
previous practices, and aligning more with the analytical approach
of the intelligence unit and the younger generation of crime
prevention officers (Skjevrak & Gundhus, 2025).

A key point made in this section is that meanings ascribed to
the processes of data-driven approaches and the sense-making
that took place reflected a division of tasks and decision-
making. Police officers patrolling the streets or meeting young
people face-to-face felt less obligated to the recorded data
and intelligence reports. This raises questions as to whether
intelligence-led policing contributed to knowledge sharing or
knowledge separation. We argue that, while the goal was to share
more knowledge, the division of labour between the intelligence
analyst and the crime prevention officer also led to a devaluation
of experiential knowledge. However, data that was stored was
valued and regarded as significant for making interventions, which
is something we will turn to next.

Learning —
«if something does not exist in writing, then it does not exist at all»

All use of technologies requires some kind of knowledge and skill,
be it operational skills or knowledge about their appropriate use.
The last dimension we will explore is how learning and knowledge
shape the use of digital traces.
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We have pointed out that in the KUBA project, the central analysis
unitrarely asked local units for data, while the patrols found that the
unit's analyses lacked local knowledge. They had to search police
records for useful information themselves. However, to make good
analyses, the central unit was dependent on local knowledge, just
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as the local police needed information from the central analysts.
If the selection of data depends on hierarchical sharing of data, it
is difficult for local intelligence officers to know what is going on.
Central and local police may thus have different knowledge bases,
which can lead them to give very different answers to questions
such as «what is the most important challenge?» In intelligence,
this question is a central tool for prioritization. We argue that,
because the data flow is functional, systemic, and limited, there
was little opportunity to criticize the data. It was not questioned or
scrutinized in a learning forum (Gundhus & Wathne, 2024).

The knowledge recorded was to a certain degree delegated
authority that was open to negotiation. Our analysis implies that
it was difficult to negotiate data when it was embedded in the ICT
systems. Data was either stored or not stored, and there was no
scope for questioning what had been recorded and what had not.
One option was simply to reject, ignore, or resist the doctrine by not
registering on the system or using information in the system in an
alternative, unintended way (Gundhus & Wathne, 2024). However,
digital traces were inevitably domesticated in the subsequent
process of creating an intelligence report. The basic discursive
assumption of the doctrine was that aggregated information should
be perceived as superior to contextual knowledge, and this was a
challenge for police patrols. Contextual information lied outside the
police database and therefore often resisted datafication:

Yes, there is always someone working in the police who knows
something about that person or the area around there, who
lives there or something. | don't think they [analysts] are good at
connecting with people [police officers] who have plenty of local
knowledge. The big machine [intelligence cycle] just keeps on
going. (...) But again, if you follow the rulebook, which is one way
to solve the problem, then you're in the clear, as | understand it.
(M PO, A, 2021)

Only information that was recorded in the system was used by
intelligence analysts, to make valid information for the intelligence
reports given to the police district managers. Digital traces were
a key component of what analysts later used to make reports.
This meant that, for them, only data stored in the system was
actionable knowledge - and it was from this that conclusions were
drawn, as this intelligence manager described:

We try to be aware of the need to be objective. We are human,
so there is always a danger that bias will come into play. But if
something does not exist in writing, then it just does not exist.
And it may well be that our assessment is wrong, and that [an
officer in the village] knows that a person is not dangerous, but
that has not been written down anywhere. If it hasn't been
made available, we are not allowed to use it as a basis for further
assessments. So, it is difficult for us to say anything about it. And
that's why | say that, in a way, writing is absolutely necessary.
And that is why we bear in mind the value of what is produced.
So that we can produce more of the right kind of thing. If our
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premises are correct, the assessments will also be more correct
overall. (IA1, A, 2021).

According to the Intelligence Doctrine, only visible and recorded
data was valid, and it was this data that contributed to subsequent
knowledge production. Data which was not on the system did not
exist. What counted as valid data, also depended on the system's
user interface, design, and layout. Some changes have been made
to attract police officers’ attention, for example regarding the type
of information they should collect when they are on patrol:

A lot can be done to make it [the interface] nicer and better
and maybe a little more intuitive, but it's much better now than
when you just got a list of lots of events. Because that's what
the police did back in the day, when they went in and got a list of
events and there'd be something about drugs and like, ‘that tip
there on drugs, we can just go to this area,’ (1A 2, C, 2022).

As the interviewee said, a more user-friendly design could also
motivate patrol officers to be more aware of intelligence analysts' need
for information to improve the quality of reports. Sharing intelligence
reports can potentially also increase officers’ understanding of
the importance of this work and encourage them to help make
knowledge digital and valid. Elsewhere in the interview, this informant
emphasized that what we term the epistemic power of recorded data
varies, depending on the user interface. Although data was based on
insecure and biased inputs, what was recorded had authority, since
it must be negotiated, corrected, used, or not used, and since digital
traces had to be acted upon in one way or another. In a previous study,
we described crime prevention officers’ use of the Signal app—secure
and private messaging app—that police officers downloaded to their
phone to share pictures of young people and information about
them (Gundhus, Skjevrak & Wathne, 2023). This use had now been
stopped by police managers, showing how external factors (such as
legal regulations) also affect (and can be setbacks to) domesticated
communication practices (Hartmann & Hartmann, 2023). One of the
informants said this led to more time-consuming practices requiring
officers to go into systems only accessible from the car:

It's not just inappropriate, it's not legal. So, what we do now is
go into the media link in the case and look at pictures. So, then
you have to get into the car. And so, it becomes less efficient.
(WG s, C, 2023)

In other instances, however, doing computer work in the car was
described by this informant in more positive terms, since it was
better than driving to the police station. As already mentioned,
CP officers expressed dissatisfaction with all changes that meant
spending more time in front of computers, either inside the car or
at the station, since it took time away from being outside, where
what they deemed to be the real preventive work took place. This
attitude is not unique to the intelligence project targeting young
people. Our interviews with officers from various police districts
in Norway, involved in the AGOPOL research project, found
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general dissatisfaction with the increased obligation to document
observation and gather data in the police registers. There was
impatience with writing and documenting everything, whether
the officer had to do it in the car or at the station. In the A-case
project, officers on patrol found writing in their cars difficult. There
were issues with smaller hardware formats, and it was difficult to
hide them from people passing by. Another informant said a new
phone app made it a lot easier to register on the spot, describing
it as a «speedway to recording things» (WG4, C, 2023). Thinking
about what should be recorded and what shouldn't, he said:

| don't have a good answer. I'm very curious about it myself.
It becomes very subjective. | walk through a shopping centre,
and just at that moment it happens that this place is quiet. Or
the opposite. Because | get involved in a youth conflict there,
it can quickly become ‘true’ that every time | am in a shopping
centre there's trouble with young people. There is the danger
that there will be some random examples from which you make
a big picture a little too quickly. (...) If you write a report at the
end of the evening, there is a greater chance that you will only
include the negative. The advantages are probably that you
get a lot more information, and hopefully also more positive
information. The disadvantage may be that what an officer
experiences once in a while can quickly become a general truth.
(WG 3, C, 2023).

Several interviewees talked about the pros and cons of registering
data while on patrol. For example, one of them argued that user
interface was important for smooth processes.

In this section, we pointed out that only information that was
visible on the systems was acted upon. Everything that counted as
knowledge mustbe recorded. Those who advocated usingtechnology
to document police practices and make them more accountable
argued that documentation could reduce problematic biases in police
practices related to race, class and neighbourhood. Documentation
would then function as an accountability mechanism, since the
decision maker must justify discretionary judgments (Molander,
2016). Documentation is something that should be done for the
sake of others. Instead of relying on officer intuition, intelligence-led
policing, in theory, relies on data, which can standardize information
across work periods and levels of experience, eliminating concerns
about adequate information sharing. However, as argued by Brayne
et al. (2015), it is important to avoid false binaries such as ‘intuition-
driven’ versus ‘data-driven’ policing, because in practice, neither
approach exists in isolation: each informs the other in consequential
ways. Since the interviewees in our cases did not talk about data as
either intuitively generated or data-driven, this is also confirmed by
the empirical findings in the two cases. Contextual aspects related
to the user interface, for example, affected what was intuitively seen
and recorded in the crime intelligence database.

Discussion

According to the Intelligence Doctrine, only visible and recorded
data is valid and contributed to subsequent knowledge production.
Data that was not in the system did not exist. In this article we have
highlighted user experience and perceptions of data's epistemic
power. However, what counted as valid data was also affected by
the system'’s user interface, design and layout. We have therefore
shown that what we term the epistemic power of recorded data
varied, depending on the user interface. Despite data being based on
insecure and biased inputs, what was recorded acquired authority
through being negotiated, corrected, used or not used, because
digital traces must be acted upon in one way or another.

We therefore argue that police employees' different professional roles
and positions in the police organization shaped what technology
meant to them and how they used it. Interviews with police officers
in different roles indicated that the epistemic power of digital traces
varied, according to contextual factors such as whether they were
crime prevention or patrol officers, and what crime challenges
motivated them. However, since only recorded data was valid in
knowledge production, it was difficult to negotiate and challenge the
routines connected with the making of this knowledge.

Both our cases showed that the domestication and digital recycling

of data in the police organization was shaped by the users' everyday
life, rather than by a passive use of technical devices (Jasanoff, 2004).
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Moreover, when data was collected, a choice must be made from the
limited amount of data that can be or has been collected, and that
was retrospective. The selection of some data rather than other data
entailed a tacit retrospective creation of meaning. The data collected
had potential meaning and acquired importance by virtue of the fact
that it had been collected. In contrast to other observations of social
phenomena, this data was transformed and recontextualized as
something else and something new: what Flyverbom (2024) refers
to as «refraction». However, this data could have been understood,
interpreted, and classified differently, had it been categorized
differently or refracted through other data. This is significant for
classification (such as sorting or «cleaning») and for selection (such
as prioritizing what to act upon). It is difficult to question data that
has been recontextualized. Once the data is coded, the context is
broken down into bits that can be approached and used as data
points (Flyverbom, 2024). Once it is categorized, recontextualized,
and written into a report or an intelligence product, its contextual
richness will have been lost. The data recorded in Indicia was very
much value-based, but appeared detached from the morals, norms,
values, connections, emotions, contexts, and situations surrounding
it when it was recorded. Although the data was classified as being
of varying reliability, it acquired the status of validity by being made
into something neutral and objective that could be measured,
indexed, read, and searched. In reality, there was a lot of data that
could not be retrieved because it was not registered.
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This gives recorded data a certain epistemic power regardless of how
users domesticate digital traces. We argue that information that
was seen and acknowledged to be uncertain conferred authority
to be governed and steered by the users. However, it was not the
uncertainty that gave this authority, but the data’s visibility in the
system, which meant it must be interpreted and managed by its key
users, most often the intelligence analysts. The intelligence process
was constrained by bias inherent to the system, which resulted from
focusing information gathering on what was already available, and
from connecting it to recurrent individuals and problems. Intelligence
cycle data was bound to be based on «searching across existing data to
locate new and emerging risks» (Innes, 2006, p. 230). The knowledge
produced and which guides decisions was therefore

(...) not neutral, objective representations of a reality out there, but
rather (or at best) proxies (Mulvin, 2021) or digital doubles (Haggerty
& Ericson, 2000) that often come to stand in for the individual or the
social phenomenon under scrutiny. This obviously raises important
questions about the accuracy of and correspondence between the

proxies and the actual phenomena. (Flyverbom, 2024, p. 4)

This brings us to the implications arising from this. We suggest that
datafication can be understood as a central domestication practice
where the introduction of digital tools into police patrols and to
crime prevention officers separates knowledge management
processes into different functions in the organization and thereby
reorganizes everyday police routines. Depending on whether the
data is perceived as proxies or the true situation, there is variation in
how it is interpreted and in subsequent learning from it, depending
on the officer's proximity to or distance from the reality that the
data represents. The difference in cultures between police at street
level and managers, famously referred to by Reuss-lanni (1993) as
the divide between street cop culture and management cop culture,
can also be understood as a factor in the variation. When digital
tools are domesticated in policing practice, it can become part of
police officers’ understanding of themselves and of their broader
social relations to the public. It may then lead to a divide between a
‘datafied-cop culture’ and a ‘contextual-cop culture’.

Concluding remarks

Our main finding is that digital traces were not necessarily used as
the steered and managed intelligence process envisioned in the
Intelligence Doctrine, and that this led to various adverse outcomes.
However, we argue that digital traces were of great importance, even
if the data was uncertain, because of the status they acquired in the
intelligence process. The data provided some instructions for use which
did not need to be followed, but the police must relate to them in
some way—either rejecting, resisting, ignoring, supporting, adopting,
or negotiating them. Police officers therefore related to, made, and
used digital traces in various ways, including ignoring them. We have
also showed that the intelligence process required digitization, which
involved simple processes of turning analogue objects into digital ones,
by converting police observations of the environment and information
from reports into digital formats. In this process police officers’ gut
feeling and intuition still mattered, for example when information was
selected for the crime intelligence system.

In both the cases discussed, the Intelligence Doctrine was important
in providing guidelines for how data processing should be managed.
However, despite agreement on how data should be applied,
differences in practical routines, the digital tools used, symbolic
work and learning processes revealed that its domestication in
the police organization was messy: everyday life and technology
was both re-shaped, rather than it just being a matter of technical
devices being adopted. We found gaps between policy and practice,
which can be seen both in unexpected workarounds and in solutions
for organizing routines and everyday work. Hands-on tasks in
policing, including the use of tools and the handling of data quality
and reliability issues took on various patterns in routine practice.
These reciprocal processes both influenced police occupational
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cultures and were themselves influenced by them. For a deeper
understanding of these two-way processes, we need more research.

The epistemic power of recorded data had the potential to
undermine the meaning of local knowledge and devalue those who
possessed it. We suggest that the Intelligence Doctrine therefore
constitutes a symbolic structure in which ambiguous police work
processes are codified and institutionalized (Douglas, 2002). The local
context did not fit the structure of the new digitized work process:
it was a stream that flowed across organizational borders. The
domestication of digital data recycling thus conferred new epistemic
power by making certain things visible and clean, while leaving out
facts which were difficult to categorize and showed up as ‘dirt’. The
way the police related to the epistemic power of the data varied, but
officers were obliged to relate to this uncertain element. How the
digital traces were made, used and interpreted also depended on
training and education. Intelligence is a developing discipline within
the police, and the way recorded data is interpreted and utilized,
might therefore change in future police projects. It will therefore be
of interest to continue researching what happens when technologies
are (tamed) and brought into the police domain, particularly when
more hidden algorithms and artificial intelligence applications have
been adopted. To what degree will police officers have to choose
between supporting the narrative created by stored data or the
narrative created by other observations? Here, the social identity of
the police might come into play, since work practices characterized
by datafication might also affect self-identities associated with
either a ‘datafied cop-culture’ or a ‘contextual cop-culture’. Future
research will show whether these contrasting binaries can be better
described as a continuum.
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