
Full credit given to very complete and detailed answers  
Full/ near-full credits as long as answers align with some correct subsets of the below 
content  
Full credit given to correct statement without supporting equations 
Partial credit if there is obvious mistakes/ wrong statement 
 
Question 1 (10 points) 
Define (weak) stationarity and explain why it is important in time series analysis. 
Explain what is a unit root test and how to set up the null and alternative 
hypothesis for a unit root test. 
 

 
 

 

 
 



 

 

 



 
 
Question 2 (10 points) 
Discuss the difference between trend-stationary and difference-stationary time 
series. How can differencing be used to achieve stationarity in a time series? 
Explain what it means for a time series to be integrated of certain order and 
discuss how we handle integrated series. 
 

 



 

 

 
 

 



 

 
Question 3 (10 points) 
Briefly describe the purpose and interpretation of forecast error metrics. List and explain 
at least two measures of the forecast error metrics we discussed in the lecture. 

 

 
 
Note there is a typo in the instruction, where says no need to derive in Question 4 and 
5 (which actually was meant for Q5 an Q6, multiple choice questions).  
 
Full/near-full credit can be given to correct answers without detailed derivation (in light 
of the instruction mistake) 
Partial credit given to wrong answers  
 
Question 4 (50 points) 
(1) Find the mean and the variance of the above AR(1) process. 



 

 

 
 
(2) Derive the autocorrelation function (ACF) and the partial autocorrelation function 

(PACF) of the above AR(1) process. 

 

 



 

 

(3) Suppose now you don’t know whether the above AR(1) model is stationary and 
please find out the necessary and sufficient conditions for this model to be 
stationary. 
 

 
 
(4) Now you are using this AR(1) model to make prediction. Derive the one-step 
forecast, Et(xt+1). Show that as the forecast horizon goes to infinity, the limit 
of the conditional mean converges to its unconditional mean. 
 

 



 
As k goes to infinity, the forecast converges to the unconditional mean zero  

 
 
(5) The process exhibits the feature of mean reversion, and in finance it is often 
useful to express it as the half-life. Explain what is half-life and derive the half-life 
of AR(1). 

 

Partial credit given to partially correct choices in Q5 
Question 5: ABCD 
Question 6: D 


